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Abstract. Utilizing the demographic information of social media users
is very essential for personalized online services. However, it is diffi-
cult to collect such information in most realistic scenarios. Luckily, the
reviews posted by users can provide rich clues for inferring their demo-
graphics, since users with different demographics such as gender and
age usually have differences in their contents and expressing styles. In
this paper, we propose a neural approach for demographic prediction
based on user reviews. The core of our approach is a deep multi-view
multi-task learning model. Our model first learns context representa-
tions from reviews using a context encoder, which takes semantics and
syntactics into consideration. Meanwhile, we learn sentiment and topic
representations from selected sentiment and topic words using a word
encoder separately, which consists of a convolutional neural network to
capture the local contexts of reviews in word-level. Then, we learn a
unified user representation from context, sentiment and topic represen-
tations and apply multi-task learning for inferring user’s gender and age
simultaneously. Experimental results on three real-world datasets vali-
date the effectiveness of our approach. To facilitate future research, we
release the codes and datasets at https://github.com/icmpnorequest/
DASFAA2021 DMVMT.

Keywords: Demographic prediction · Context · Sentiment and topic
views · Multi-task learning

1 Introduction

User demographics have been useful for personalization and recommendation.
However, collecting such information in most realistic scenarios is difficult and
the collected data might not be real. Thus, how to infer effective user demo-
graphics from public available data has attracted both academia and industry.

Luckily, many researchers have studied ways to infer user demographics
from social media texts. A common approach relies on lexical features [1,5,15].
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For instance, Sap et al. [15] derive gender and age predictive lexica over social
media for prediction. Baslie et al. [1] leverage unigrams and characters to iden-
tify author’s gender and language variety. Gjurković and Šnajder [5] use Linuis-
tic Inquiry and Word Count (LIWC) [14] (a psychological dictionary) to detect
user’s personality. These hand-crafted features provide good explainability and
are of high quality, but they require much manual labor and may ignore rich
semantics in text. Recently, deep learning and pre-trained word embeddings
have been widely used for demographic prediction. For example, Bayot et al. [2]
apply word2vec [12] and convolutional neural network (CNN) [9] to infer user’s
gender and age. More recently, Wu et al. [19] leverage hierarchical attention
mechanism and Tigunova et al. [16] combine attention mechanism with CNN
for demographic prediction. Despite these methods perform well, they do not
consider the useful sentiment and topic information in text, which have been
proved important in demographic prediction [20].

In this paper, we propose a neural approach for demographic prediction based
on user reviews. Instead of merging all reviews from the same user into a long
text, our approach learns user representations using a deep multi-view multi-
task learning model. Our model first learns context representations with a con-
text encoder, to represent rich semantics and syntactics in reviews. Meanwhile,
we learn sentiment and topic representations from selected sentiment and topic
words with a word encoder respectively. Each word encoder contains a CNN to
capture the local contexts in word-level. Then, we obtain a unified user repre-
sentation integrating from context, sentiment and topic representations. Since
gender and age are correlated, we apply multi-task learning for capturing latent
influence between them. In the end, we perform experiments on three real-world
datasets and the results validate the effectiveness of our model on demographic
prediction.

2 Related Work

User demographic prediction with social media text is often regarded as a classifi-
cation task in natural language processing (NLP) field. Traditional demographic
prediction methods mostly rely on hand-crafted linguistic features, such as lexi-
cons [15], unigrams [1] and LIWC [5]. Despite these hand-crafted features based
methods preform well, they generally require much manual labor to collect and
may ignore rich semantics in text. With the development of word embeddings
and deep learning, researchers [2,16] begin to infer demographics using implicit
context representations. For instance, Bayot et al. [2] leverage word2vec [12]
and CNN [9] to infer gender and age. Further, attention mechanism has been
proposed to capture informative contents in text [16,19].

Recently, multi-task learning has been utilized in demographic prediction
[17,18]. For example, [17] leverages multi-modal data from Twitter, i.e., users’
profiles, following network and tweets, to infer user demographics and location.
Additionally, Wang et al. [18] make use of images and user profiles for demo-
graphic prediction.
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Fig. 1. Our framework for demographic prediction

In this paper, the approach we propose is different from existing methods.
First, our model makes better use of context by considering both semantics
and syntactics in text. Second, we capture high-order interactions from context,
sentiment and topic views. Third, our approach utilizes the correlation between
demographics and applies multi-task learning for better performance.

3 Methodology

In this section, we will introduce our approach in details (Fig. 1). The input
of our model is a user review s = {w1, w2, ..., wn}. We define a task set U =
{u1, u2, ..., um} and use φui

to denote the parameters for the i-th task. The
outputs of our model are probability distributions for all tasks, i.e. for task ui is
Pr(yui

|s, φui
), where yui

represents the class in it.

3.1 Context View

As shown in Fig. 1, context view aims to capture semantics and syntactics infor-
mation from a user review s, and produces a contextualized latent representation
Hc. Thus, the learning process of Hc could be regarded as review-level embedding
and we apply a pre-trained language model BERT [4] for encoding. The encod-
ing procedure of BERT contains token embeddings, segment embeddings and
position embeddings. Unlike static pre-trained word embeddings (e.g., word2vec
[12]), token embeddings could solve polysemy and vary according to their con-
text. Segment embeddings aim to capture inter-sentence syntactics, while posi-
tion embeddings indicate the position of each words in the review s. The final
context embeddings vc of the review s are the sum of token embeddings, segment
embeddings and position embeddings. In addition, the special tokens and

are used for labeling classification tasks and separating segments respec-
tively. Finally, we output the final hidden state of the first special token
as the context representation Hc in context view.
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3.2 Sentiment View

As illustrated in Fig. 1, sentiment view is responsible to learn a hidden represen-
tation Hs for sentiment words, which are automatically extracted from a user
review s. It mainly contains three steps.

The first step is sentiment words extraction. Sentiment words are indicative
for demographic prediction, so we utilize a sentiment dictionary AFINN [13] to
automatically extract sentiment words from the review s. If no words appear in
the sentiment dictionary, we set “NA” in the sentiment words set S.

The second step is word embedding. Through this step, each sentiment word
is mapped to a d-dimensional dense vector vs ∈ IRh×d using a word embedding
lookup table E ∈ IRV ×d, where V is vocabulary size.

The third step is word encoding. We use a CNN as word encoder, to capture
semantics from the sentiment words embeddings vs. It learns the contextual
representation through convolutional filters which slide ω-grams per step. We
apply N filters to learn semantics from sentiment words embeddings vs and
obtain a feature map cs = [cs1, cs2, ..., csN ]. The i-th feature map is csi =
[csi1 , c

s
i2 , ..., c

s
ih−ω+1 ]. After generating feature map cs, max-over-time pooling

operation is performed to capture the most important feature on each dimension
of vector by taking the maximum value. For the i-th feature in cs, the feature
after max-over-time pooling is ĉsi = max{csi}.

Finally, we concatenate all the features after max-over-time pooling opera-
tions as Hs = [ĉs1, ĉ

s
2, ..., ĉ

s
N ]. Additionally, Hs is the output for sentiment view.

3.3 Topic View

Topic view learns a latent representation Ht for topics (Fig. 1). The learning
procedure mainly consists of three steps.

The first step is topics extraction. We make use of the traditional topic mod-
elling method, latent Dirichlet allocation (LDA) [3], to extract topics automat-
ically. Generally, a user review contains several topics and each topic would be
formed by a set of words. Thus, a user review s could be seen as a document
consisting of k topics. For each topic z in the document, a distribution ϕz on
Vt is sampled from a Dirichlet function, where Vt represents a vocabulary con-
sisting of a set of topic words. Then, LDA estimates the distribution p(z|w) for
z ∈ sP , w ∈ V P

t , where P denotes the set of word positions in the user review s.
Finally, we get the topics set T = {wt

1, w
t
2, ..., w

t
r} according to the distribution

p(z|w), where r is the length of the sequence. Topics embedding and encoding is
similar to that in sentiment view, which has been detailed described in Sect. 3.2.

Finally, we output topics latent representation Ht = [ĉt1, ĉ
t
2, ..., ĉ

t
N ] for topic

view, where ĉti represents the i-th feature after max-over-time pooling.

3.4 Training Procedure

The training procedure of our framework consists of two stages: obtaining a
unified user representation and multi-task learning.
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Table 1. Statistics of three datasets, including number of total reviews (#Total),
number of English reviews with gender and age information (#Extracted), female,
male and various age categories distributions of extracted reviews.

Datasets #Total #Extracted Female% Male% (0, 18]% (18, 30)% [30, 40)% [40, 99)%

Denmark 646084 826 25.67 74.33 0.3632 8.11 31.60 59.93

US 648784 37060 39.82 60.18 0.13 11.39 29.91 58.58

UK 1424395 129175 40.38 59.62 0.18 8.06 18.59 73.17

The first stage is to obtain a unified user representation for context represen-
tation Hc, sentiment representation Hs and topic representation Ht. We apply
averaging operation on context representation Hc, to get a good summary of the
semantics. Then, we concatenate representations from context, sentiment and
topic views as H = Hc ⊕Hs ⊕Ht, where ⊕ denotes the concatenation operation.

The second stage is to predict demographics simultaneously using multi-task
learning. We pass the concatenated feature H through a fully-connected layer
and output a compressed latent feature vector X. Then, the shared latent vector
X is given to a task-specific layer to calculate the probability distribution ˜yui

:

ỹui
= softmax(WT

ui
X + bui

) (1)

where Wui
and bui

represent the weights and bias for task ui respectively.
For each task ui, we minimize the cross-entropy of the predicted and true

distributions as following:

L(φui
) = −

K∑

k=1

C∑

c=1

yc
klog(ỹc

k) (2)

where L denotes the cross-entropy loss function. yc
k and ỹc

k are the true label and
prediction probabilities for task ui. K represents the total number of training
samples and C is the total number of classes.

Finally, the total loss L of our approach is optimized for global objective
function:

L = λGLG + λALA (3)

where λG and λA are the weights for gender and age task respectively, and LG

and LA are the losses of gender and age tasks.

4 Experiments

4.1 Experimental Setup

In this section, we conduct extensive experiments on three user reviews datasets
[7] from TrustPilot (a website for online user reviews) to verify the effectiveness
of our framework. The datasets collect users reviews and the reviewers’ profiles
(e.g., gender and birth year) from Denmark, United Kingdom and the United
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States of America. We only extract English reviews with reviewer’s gender and
birth year information from the three datasets, using a language identifier fast-
Text API1. Motivated by [18], we categorize user age into four categories: (0, 18]
(18, 30), [30, 40) and [40,99]. The statistics of the three datasets are summarized
in Table 1.

Table 2. Performance comparison of accuracy and macro-averaged F1 score on the
Denmark, US and UK datasets for gender and age inference tasks. Here, gender task
weight λG and age task weight λA are set to 1.

Denmark US UK

Methods Gender Age Gender Age Gender Age

Acc Fscore Acc Fscore Acc Fscore Acc Fscore Acc Fscore Acc Fscore

Majority 74.33 – 59.93 – 60.18 – 58.58 – 59.62 – 73.17 –

CNN 71.95 41.84 60.98 24.74 65.52 63.62 56.93 32.92 62.92 61.37 73.06 28.43

BiLSTM 73.17 42.25 64.63 26.17 66.08 64.65 57.93 34.70 63.61 61.59 72.10 26.71

FastText 70.73 41.43 59.76 23.62 66.86 66.11 55.34 27.48 65.36 64.20 76.70 21.70

BERT 73.17 42.25 56.10 19.97 67.59 65.74 58.61 23.11 64.92 61.81 77.04 22.57

RoBERTa 67.58 35.63 56.10 23.96 60.50 37.69 57.85 18.32 60.04 37.51 77.07- 21.76

HAMCNN−attn 68.07 45.27 52.77 24.49 63.68 60.15 57.03 24.76 52.12 49.65 67.89 24.85

HURA 70.84 44.70 51.57 25.61 66.42 57.56 54.11 22.42 58.41 41.18 75.69 22.32

Ours 78.05 46.31 69.51 27.34 72.02 70.77 59.61 36.13 67.22 65.91 77.39 30.84

We compared our proposed framework with the following methods: (1)
Majority, a majority class based approach; (2) CNN [2], a CNN based model
in demographics prediction; (3) BiLSTM [6], a bidirectional Long Short-Term
Memory network; (4) FastText [8], a method proposed for efficient text classifica-
tion; (5) BERT [4], the state-of-art method in various NLP tasks; (6) RoBERTa
[11], a state-of-art robust model modified from BERT; (7) HAMCNN−attn [16],
a state-of-art method using CNN and attention mechanism in demographic pre-
diction; (8) HURA [19], a hierarchical demographic prediction model based on
CNN and attention mechanism. As most works in user demographic prediction,
we use accuracy and macro-averaged F1 score as evaluation metrics and report
the average results. In all experiments, we preform 10-fold cross-validation, where
8 folds are used for training, 1 for validating and 1 for testing.

For all baselines, we adopt the optimal parameters configurations reported
in their works. In our model, we use a BERT-base encoder and set max input
length as 300. For sentiment and topic views, we embed sentiment words and
topics into a 200-dimension vector. The filter number of word encoder is 128
and the window sizes are 2, 3, 4 and 5. We leverage Adam [10] optimizer with a
dropout rate of 0.5 and set learning rate as 1e-3. Additionally, we apply an L2
weight decay 1e-3 to the loss and train our model in 20 epochs with a batch size
of 64. For multi-task learning, we use equal gender task weight λG and age task
weight λA as 1.

1 https://fasttext.cc/docs/en/language-identification.html.

https://fasttext.cc/docs/en/language-identification.html
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4.2 Experimental Results

Table 2 summarizes the comparison results between our model and baselines on
three datasets. We have the following observations: (1) Our framework outper-
forms the statistics based baseline Majority, because our framework leverages
rich information (e.g., semantics, sentiment words and topics) in text other than
major class distribution of dataset; (2) Our framework also achieves better per-
formance than neural network based methods, for we could capture context
information and local semantics in text; (3) Compared with the Transformers
based methods, our framework achieves better performance, especially on the
macro-averaged F1 score; (4) As for the state-of-art methods HAMCNN−attn [16]
and HURA [19], our model still gets better results by focusing on the effects of
high-order interactions among context, sentiment and topics in text.

Table 3. Ablation study of multiple views in our framework on gender and age
attributes

Denmark US UK

Gender Age Gender Age Gender Age

Acc Fscore Acc Fscore Acc Fscore Acc Fscore Acc Fscore Acc Fscore

w/o Context view 69.51 41.01 58.54 18.46 65.62 61.45 57.85 29.53 60.04 58.61 76.63 21.69

w/o Sentiment view 73.17 42.25 62.20 25.56 69.13 67.81 57.69 21.34 63.61 61.37 76.70 23.11

w/o Topic view 74.39 43.45 63.54 25.25 69.24 66.55 58.61 25.45 65.48 61.98 76.84 23.49

Ours 78.05 46.31 69.51 27.34 72.02 70.77 59.61 36.13 67.22 65.91 77.39 30.84

To investigate which part contributes more to the performance, we perform
ablation study. From Table 3, we could observe that: (1) Our approach performs
best when leveraging context, sentiment and topic views; (2) Without context
information, the performances on both gender and age tasks decrease sharply
for not taking rich semantics into consideration; (3) Incorporating topics with
context information performs better than using sentiment words and context.
This is because topics may vary from nouns (e.g., shop and price) to adjectives
(e.g., quick) and adverbs (e.g., smoothly), while sentiment words mainly consist
of adjectives (e.g., helpful). Thus, we can conclude that various types of words
contribute more to semantics.

5 Conclusion

In this paper, we study demographic prediction based on user reviews and pro-
pose a deep multi-view multi-task learning model. Our model first learns context
representations from reviews by considering semantics and syntactics in text. At
the same time, we learn sentiment and topic representations separately to cap-
ture the local contexts of reviews in word-level. Then our model integrates repre-
sentations from context, sentiment and topic views and leverages the correlation
between demographics to predict. Experimental results show that our model
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outperforms many baseline methods on gender and age predictions on three
real-world datasets. Further, we perform ablation study to investigate which
view contributes more to performance. In our future work, we plan to adapt our
study to multilingual user reviews and explore the transferability of our model
on more user attributes.
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